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Physical concepts which have proven to be of substantial aid in the understanding of the underlying physical
mechanisms of noisy light spectroscopy are established and discussed. These physical concepts are extracted
from the technique of factorized time correlation diagram analysis. Examples are presented to add concreteness
the general discussions of the physical concepts with coherent anti-Stokes Raman scattering of noisy light
serving as a particularly useful example.

I. Introduction wavevectork) by use of a controllable spatial delay in one of
the arms of the interferometer.

Noisy light can be used to probe molecular dynamics, and it
o . offers an unique alternative to the more conventional frequenc
numerous contributions to the literature, Professor Albrecht was domain (narr?)w bandwidth) spectroscopies and uItrasho?t (fem){
ﬁn excelle.nt F?n(?‘ Ieadln'glbsch?]lsr. Wht""f[bmt'.ght tbe Ie.ss eV'dem’tosecond scale) pulse time domain spectroscopies. Like the
towEverAlsh. ro essort d r?c ‘E.Cr?r.] ”I l:jlontho suencte afha frequency domain spectroscopies, the cw nature of noisy light
e.ﬁc er.l s his malgy? uaen SA|;V |cht|nc u tesl € presenkagl allows precise measurement of transition frequencies. However,
W.'ﬂ ?jutreyr\]/erlfﬁ ro essort_ trecd &/yads ru yt a rer:nar a 3(] like time-resolved techniques, its ultrashort noise correlation time
grited teacher. He was a patieént and kind mentor who gave NiS (o s the time resolution to directly measure the time domain
students a great gift as he molded them into scientists. His recentmaterial response. There is a noisy light analogue for nearly

passing IS a trer_nendous loss to the scientific community: he every current conventional optical spectroscopy. Notable excep-

will b.e deep-Iy r_mssed._ tions are those spectroscopies that explicitly exploit the phase-
This special issue will no doubt cover many of the areas of |gcked nature of short pulses. In short, noisy light techniques

physical chemistry in which Professor Albrecht has contributed. offer a third means of studying molecular line shapes which

The current paper deals with one of those areas: noisy light complements the more familiar cw and ultrashort pulse tech-
spectroscopy- > Professor Albrecht was one of the leaders of pigues.

this interesting field from very early in its development to the
present time, with most of his efforts coming from 198®01.

It is truly a honor to contribute to this special issue
memorializing Professor A. C. Albrecht. As is clear from his

The differences in these three techniques are apparent in the
. excitation source. Continuous wave experiments involve the use
Professor Albrecht pL.'b"S.hed 30 papers and gave numerous talk%f beams which have a very narrow spectral bandwidth. In fact,
on the subject of noisy light spectroscopy. in nearly all cases, a perfectly coherent monochromatic source

It has long been known that broadband nontransform-limited can pe assumed without introduction of any significant error
quasi-continuous wave noisy light (hereafter referred to simply jnto the theory. The monochromatic nature of this type of
as noisy light) can be used to achieve femtosecond scaleexcitation source makes it ideal for directly probing spectral
interferometric time resolutiohs The main idea in the use of features of the Sample. The disadvantage is that all the time
noisy light for ultrashort timing is that, as opposed to the use resolution is lost: no direct time measurements can be made.
of coherent short (femtosecond) pulses, it is the coherence (orTime information must be obtained through analysis of the
correlation) timez of the light, not the temporal profile of its  spectral information (i.e., through Fourier transformation of the
pulse, that determines the time resolution. In principle, the noisy experimental data). Short pulse experiments are in sharp contrast
beam may be continuous wave (cw), although in practice it is to cw experiments because, because in short-pulse experiment,
often pulsed on the ordered of nanoseconds (still essentiallymany frequencies are present in the spectrum of the excitation
cw relative to femtosecond and picosecond material dynamics). |ight source. In order for these frequency components to conspire
The coherence time of the light produced by standard laser dyesg produce a short pulse, they mustfiese-lockedqnot to be
operating in a broadband laser (such that much of the emissionconfused with phase matching). That is, all frequency compo-
spectrum of a given dye is released) is typically on the scale of nents must be have a precise phase relationship with one another.
hundreds of femtoseconds, proportional to the reciprocal The short pulses are ideally suited for direct time measurements.
bandwidthI" of the noisy light spectrund(w). In a typical The downside to this is that (finely resolved) spectral informa-
experiment, the noisy source enters a dispersion-compensategion must be determined through analysis of the time informa-
Michelson interferometer to generate identical twin beams. Onetion. The phase-locked requirement forces a loss in the ability
of the beams (referred to as Bnd having wavevectdt') is to directly probe the sample spectrally. (Gross spectral probing
delayed by timer over the other (referrecbta B and having s possible since real short pulses do not have infinitely broad
spectra.) Spectral information often appears as quantum beats
T Part of the special issue “A. C. Albrecht Memorial Issue”. which can be quite complicated if many oscillations are present.
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Noisy light has a similar spectrum to that of short pulses, with developed physical concepts are then used in the description of
the important distinction that it is completgbhase-unlocked the coherent anti-Stokes Raman scattering signal using noisy
That is, the phase of each frequency component is completelylight (called PCARS). ICARS is developing into arguably
independent of any other component. In a sense, each frequencyne of the most useful applications of noisy light spectroscopy.
component is behaving as if it came from an independent cw Finally, some concluding remarks are made.

source. In other words, the noisy light is built from an incoherent

superposition of monochromatic cw light. This random super- |I. Preliminary Concepts

position produces a beam that carries an electric field, which s geyeral preliminary ideas must be presented in order to clearly
a stochastic function of time. One says the noisy lightor- g6,y the basis for the physical description of the noisy light

locked because each color (or frequency) is coherent only with ,rohjem and its connection to the mathematical formulation.

itself: it is uncorrelated with any other color. The color locking  These include brief discussions of the bichromophoric model,
gives noisy light the ability to probe fine spectral features more o mathematical representation of noisy light, the Wiener

directly than with short pulses (each quantum state is probed k intchine theorem, the motivation for the use of FTC diagrams,
independently rather than coherently) and probe time featuresg 4 finally a review of filtered incoherent light.

more directly than cw beams. The Qisadvantage is 'that neither 5 Bichromophoric Model. In nonlinear optical spec-
frequency nor time features can be directly probed without some qscopies, the signal is usually quadrature detected. That is,
data analysis. So, in some sense, noisy light is an intermediatey, o signal intensity (the mod-square of the total field) is the
between cw and short-pulse methods. experimentally measured quantity. The total field is the (phase-
Experimentally, the difficulties inherent with noisy light matched) sum of the signal fields launched from each of the
techniques are on par with cw methods. These techniques aréndividual chromophores in the sample. The mod-square of this
significantly easier to setup and perform than ultrashort pulse sum is dominated by the cross terms, i.e., fields launched from
techniques. One main reason for this is that optical dispersiontwo distinct chromophores. The total intensity is then very well
has very little effect on noisy light techniques, and it is quite represented by the sum of all pairwise (two chromophore)
easily controlled in the experimental seftfpSecond, no  contributions. Thisbichromophoric modet?5556leads to, for
sophisticated pulse generation or amplification is needed. Fromexample, the familiaN? dependence of the signal intensity in
a pragmatic point of view, noisy light and cw experiments are the coherent nonlinear spectroscopies, whéis the number
generally less expensive and their signals are strong and quitedensity of chromophores in the sample. For ordinary nonlinear
robust relative to the short-pulse case. spectroscopies, this point is not of practical relevance.jifhe
The theory describing noisy light spectroscopy is necessarily order polarization (e.gj, = 3 for four-wave mixing) alone is
more complicated then its conventional (noise-free) counterpartssufficient for describing the nonlinear signal. Going to the
because appropriate treatment of the noise correlations must béntensity level is trivial (it is just the mod-square of the calculated
superimposed on the conventional theoretical description. A polarization). For noisy light spectroscopies, however, stochastic
diagrammatic approach called factorized time correlation (FTC) averaging of the noise at the intensity level requires that special
diagram analysis, invented and developed by Professor Albre-attention be given to the signal intensity. The trivial mod-
cht's group, has aided the theoretical investigation of noisy light squaring of the nonlinear polarization is now insufficient. The
spectroscopie¥® 18 The set of FTC diagrams for any given correlations among the various noisy light field interactions on
noisy-light-based nonlinear optical spectroscopy represents thethe two (otherwise independent) chromophores must be explic-
decomposition of that spectroscopy into its most elementary itly treated. These correlations are fundamental to the under-
“physically” meaningful components. The FTC diagrams allow Standing of noisy light spectroscopies.
one to greatly organize and simplify rather extensive calcula-  Explicit use of the bichromophoric model requires assigning
tions. In fact, several principles of FTC diagram analysis have distinct timelines { and s) to each of the two generic chro-
been developed which allows one to extract much information mophoresoy and s, making up a given pairwise cross term.
from them without the need to perform any calculations. The two timelines allow for the (in general) different histories
The mathematics of time domain noisy light spectroscopy ©f evolution for each chromophore; chromophorgsand fs
(in the perturbative limit) has been presented and discussed in@'€ independent (aside from the correlation between the various
much detail1222The original work—3 assumed @-function field |ntervent|ons on each). As in traditional nonlmear optical .
correlation for the noisy field (i.e., a white light limit) and SPectroscopies using coherent pulses, the density operator is
proceeded with perturbatively evolving the density operator in SPlved perturbatively tgth-order to give thgth-order polariza-
the standard wé¥ (with the complication that stochastic tlop (or its Fourier transform) V\_/hlch is take_n tq quac_irature. Upon
averaging over the noise must be done at the intensity level) to90ing to quadrature, the dominant intensity is derived from the
obtain a material response. Later models gave Lorerif#an ~ Cross terms between the polarization on one chromophore
and Gaussig spectra to the noisy light which added to the (having thet timeline) and that on another (having thigmeline)
computational difficulty but offered further insights. Although ~SuPsequent stochastic averaging entanglest tard s time
mathematics is the most precise language in which to examinevariables in a nontrivial Wa}’?'zz o o
noisy light phenomena, a main goal of this paper will be to B. Noisy Light. The physical noisy light field is expressed
present more physical considerations, which serve to augment3S
the mathematical foundation already laid, and to give some _ %
tangible insight to the equations and underlying physics. These B(r.) = e(r.) +ex(r.y @
ideas are also helpful in organizing and exposing the potential Here ¢ is the complex analytic sigrfdlassociated witlE, which
errors in calculations. is implicitly used to determine the subset of relevant field actions
This work begins by establishing some preliminary concepts of any given phase-matched spectroscopy. For example, a third-
that will aid us in understanding subsequent ideas. Following order spectroscopy phase matched alkyvg ki + k, — ks calls
this, several physical concepts are set forth in a general wayfor three real field action&;E,E3 (ignoring time ordering for
but with particular examples to give concreteness the ideas. Thesimplicity). It is convenient here to work with the complex
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analytic signalseiezes to narrow in on the subset of field wavevectors and frequencies. Fortunately, phase matching and
actions which contribute to the particular phase-matched signalspectral filtering greatly reduce this numi$érAs a concrete

of interest. It is important to remember that the observed signal example, consider the third-order photon echo-like noisy light
is finally obtained by taking the real part of the result obtained experiment, which is a degenerate four-wave mixing process
using the complex analytic fields. This is taken further in noisy whereB acts twice and8’ acts once. This was the first noisy
light problems. Here, one considers a signal launched from two light experiment to be reportéd?® Here, Eo(z,t) = Eg + Eg
chromophores (cf., the bichromophore model) acting in conju- now from the abovg = 3,1 = 1, m= 1, andn = 0. Thus,
gate, for exampleeiexe’ from one ande’eles from the other  there are [2(}- 1)* = 64 field products at the complex analytic
(with distinct timelines). A careful treatment of the field in this ~ signal level.

manner has been presented with special emphasis on the Raman- C. Wiener—Khintchine Theorem and Color Locking. The

based spectroscopié. Wiener—Khintchine (WK) theorem is expressed as
The focus of this paper is exclusively in the time and .
frequency domains; spatial considerations are not addressed as y(l'l)(r) = [p(z)p*(0) = f_“m dg Jq)e " (6)

cross-spectral purity is assumed. For convenience, the tensor

notation is suspended and the treatment is reduced to a scalajyhere J(q) is the spectral density of the random functipn

one. The wavevectoisandk’ are distinct in order to spatially  The WK theorem states that a two-point (pair) time correlator
resolve the signal (through phase matching). However, the anglemay he expressed as the Fourier transform of the spectral density
between them is assumed small so that their general directiongs the random process.

of propagation can be taken to be along z+axis allowing the An extremely important consequence of stationarity and the

field to be expressed &r t) = E(zt). Appropriate orientational  \yk theorem can be seen by examining a pair correlator in
averaging of the elements of the dipole moment vector operatorfrequency spac¥. Here

projected onto the identically polarized twin beams leaves an

effective scalar transition dipole momemtand a scalar field Sl o) - ) it s

Bz0), P e"’“ BB ()= pe® dt [ pr(t)e dvD

The real scalar noisy field is expressed more explicitly as _ fw dt HOPH() a0 gD

= [7 YT dr [ dtr @
wherep is a complex stochastic function of time assumed to
obey circular complex Gaussian statisticanda is the central =J)d(q— 1) (7
carrier frequency of the field. The normalization constanis
such thatp(z)p*(0) = y1(7), wherey® z) is the normalized ~ Where the change of variablest) = (r =t — t', t') was used
second-order complex coherence functiofor a stationary ~ in going to the third line and both the WK theorem and the
complex random function (the superscript (1,1) denotes the orderintegral definition of the)-function were used to obtain the final
of the complex random function and of the complex conjugate result. In the context of noisy light spectroscopy, the physical
of that function in the correlator). On femtosecond time scales, interpretation of eq 7 is that, within the same beam, light of
the nanosecond pulses used in noisy light experiments aredifferent frequencies (colors) are uncorrelated for stationary
effectively cw; so, for the theory, noisy light is taken to be cw hoisy light. This is the mathematical expression fmlor
and soE is constant; but for noisy fields that are (nanosecond) locking

E(zt) = Egp(t)e " + E pr(t)e ok 2

pulsed,Ej is really a slowly varying function of. D. Need for FTC Diagrams. The interpretation of the
Taking for simplicity the case in which the only active fields nonlinear optical signal is more complicated for noisy light
areB andB', the electric fields associated with each are spectroscopies than it is for coherent short pulse experiments.
o o There are two main reasons for this. First, the length of the
Eg(z t) = Egp(t)e "™ + E pr(t)e"' ™ (3) pulses is essentially cw on the femtosecond time scale; hence,
all fields involved in producing the signal are present at all times.
and The second is the necessity to stochastically average over the
-~ - -~ . noise at the mod-square (intensity) level (cf., the bichromophoric
Eg(zt) = Egp(t — 7)e " 0HKZ 4 E pr(t — g)e DKz model). Nonetheless, the first step in interpreting the signal is
4) the same as for short pulse experiments and involves considering
the term appropriate to the order of the nonlinear spectroscopy
respectively. With these definitions> 0 means8' lags behind in the perturbative expansion of the density operator.

B. For cases when there are many fields, the noisy fields that 1. Material Responsdregardless of the light source used to
are not delayed during an experiment are lab&gthe delayed  probe the material, it is necessary to begin with all the terms of
fields are Iabele(Bi', and any monochromatic fields are labeled the density matrix describing the spectroscopy of interest. In
Mi (The subscripts are dropped if there is only one such field.) general, for gth-order spectroscopy there ari ferms in the

The total real electric field at a poimp at timet is expansion of the density matrix. Théfactor arises from the
_ number of distinct Liouville path%! and thej! factor comes
EolZot) = from the number of possible field orderings. Several diagram-

Eg, +..tEg +Eg+..+Eg +Ey +..Ey (5) matic methods have been developed for keeping track of the
density matrix term8&? The diagrammatic technique employed
wherel, m, andn are the number of timeB, B', andM act, here is that of Lee and AlbrecPft. This technique has the
respectively. Thus thgh-order spectroscopy requiririg(ts)- advantage that resonances are immediately seen without losing
Erot(t2)...Bot(tj) has potentially [2(+ m + n)]i terms involving the sense of time evolution. The technigue involves drawing a
the complex analytic function and its conjugate. This total solid horizontal line for real states of the chromophore and
includes all field orderings and all possible combinations of dashed lines for virtual states. Solid (dashed) arrows represent
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e

ket (bra) evolution with an upward-pointing arrow representing ) p—
the action of the positive (negative) Fourier component. These

diagrams are called wave mixing energy level (WMEL) 1
diagrams. WMEL diagrams are drawn the same way for both Re Ry
coherent short pulse and noisy light spectroscopies. The only e

distinction at this point lies in which diagrams are the most BorB’ Chromophore B
important or which may be eliminated due to field orderings. 7 g

Often the field orderings for coherent short pulse spectroscopies b) 5g ke
are (assumed) experimentally fixed due to explicit time ordering .

in the laboratory and an immediate reduction in the number of <I X T> > (E(sl) E(t)) > I
terms is possible. For noisy light spectroscopies, all field — (E’ES ) B )> -

ordering must be considered. The material response is contained ! ! I

in the kernel of the integral equations of motion of the density (E*(‘s ) Bt _T)> ->

matrix elements. For any given pair of levels, there is a re _—t
characteristic (Bohr) frequency and an associated decay param- * _
eter describing the “dark” two-state kinetics. The total material <E(S’ e 'T) > I:I
response is a sum over all transition dipole weighted pairs of c)
levels. The subject of material response is an area of very active
research. Understanding the mechanisms involved in coherence

and population decay is of great theoretical and applied interest.

2. Light ResponseThe point at which the two types of
ultrafast spectroscopies diverge is with regards to the behavior
of the light. We have seen above that the noisy light develops I > I - I
the jth-order density matrix on a chromophore; however, the ~0 _
signal produced by this polarization is itself a stochastic function ’ _ K B °° _ )
of time. Since the signal is typically at optical frequencies, it Figure 1. lllustration of how to obtain the FTC diagrams for a noisy
must first be taken to quadrature (to the intensity level) and /9Nt spectroscopy. (a) The WMEL diagram for first-order resonant
then averaged over the complex noise. Recall that, upon goingmte'ractlon of light and matter. The solid upward-pointing amow

8 - o ’ ’ represents ket-side promotion of the density operator via the positive
to quadrature, the dominant intensity is derived from the cross rourier component of the field. The dashed upward-pointing arrow
terms between the polarization on one chromophore and thatrepresents bra-side promotion of the density operator via the negative
on another (cf., the bichromophoric model). The stochastic Fourier component. The action on chromoph@ris conjugate to that
averaging over the noisy light fields is now superimposed and of chromophorex. (b) The two amplitude or field level polarization
appears as ar2point time correlator, where is the number of terms represented by the WMEL diagrams of (a) are multiplied and

. ; . . . stochastically averaged. Since eitteor its delayed twirB' may act,
noisy field interventions in the development of tft&-order one obtains four-field pair correlators. Each one of these is represented

polarization. This correlator may couple the evolutionary py a FTC diagram. The first and last terms ai@dependent and thus
histories of the two involved chromophores. This differs from have FTC diagrams with only line segments. The second and third
short pulse calculations in which the historiearids timelines) terms are-dependent and therefore have arrow segments in their FTC
are not Coup|ed and hence integration over 0n|y one of them diagram_s. In either case, the times of the Correlate_d field a(f(j_(ﬂl'ﬂj
yielding the nonlinear polarization is required. The usual St for this example, are represented on the FTC diagram as tick marks
. . . that are connected by either line or arrow segments. (c) The peak-to-
assumptions about the nature of the noise (circular complex background ratio is obtained readily from the FTC diagramst At
Gaussian statistics) and the complex Gaussian moment theoreng | arrow segments are equivalent to line segments, ane-ab the
allow the 2r-point time correlator to be broken down intt terms represented by FTC diagrams having only arrow segments vanish.
“factorized” terms each having factors of two point time
correlators, which are mathematically much easier to handle.

E.ach of the§m! intensity Ieyel factorizgd term is represented more arrows must vanish as— e leaving only the background
d|agrammat_|cally by an unique FTC Q|agram: terms (the FTC diagrams having no arrows) in this limit. On
3. FTC Diagramsln general, there is a defined correspon-  the other hand, at = 0 all arrows turn into lines to join the

dence between any given intensity level factorized term com- constant background FTC diagrams. When used in conjunction
posing the noisy light signal and its FTC diagram, i.e., one can ith the WMEL diagrams, this allows for trivial determination
draw a diagram for each of the multiplets of two-point (pair) of the peak to background contrast ratio of the interferogram
correlators that can arise in nonlinear spectroscopies based ofor any given spectroscopy. Basically, the characteristics of the
noisy light. A FTC diagram consists of a templatesoéndt final interferogram are a result of two main components: the
timelines (the evolutionary histories of the involved chro- material response (the WMEL diagrams) and the light response
mophores) each with one tick marking the time of each of the (the FTC diagrams) along with the interplay between the two

>

BorB' Chromophore Ot
g

;I

>

bt
vovoy

HHH

b
vovoy

T
T
T

diagram represents a product of pair correlators, the contribution
to the total signal from all FTC diagrams that contain one or

n noisy field interventions. Superimposed asgmentgarrows responses.
or lines) linking the times contained in each two-point correlator.  As a very simple example of setting up the FTC diagrams
A t-dependent pair correlator is represented by aarow for a noisy light spectroscopy, consider the case of first-order

segment pointing to the tick mark corresponding to the action resonant light matter interaction. The first WMEL diagram in
of the time-delayed fiel®'. A 7-independent pair correlator is  Figure 1a shows the action of the positive Fourier component
represented by Bne segment connecting the two time points  of the field in promoting the ket-side of the density operator
contained in the pair correlator. The rules for constructing a from state g to state e (represented in the WMEL diagram by
FTC diagram may be found in Appendix B of ref 15. a solid arrow pointing upward). This occurs on chromophwore
Clearly, from the standard definition of a pair correlator (its at timet; and the field action can come either frdgnor its
vanishing at infinite time intervals) and the fact that any FTC delayed twinB'. The conjugate process is happening at tene
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on chromophoref. Here the negative Fourier component
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one encounters in the analysis éYCRS. Consider the first

promotes the density operator bra-side (represented in theterm in parentheses and use eq 7

WMEL diagram as an upward dashed arrow). At the intensity
level, the polarizations developed on chromophareand g

are multiplied and stochastically averaged as indicated by the

left side of Figure 1b. Since each field action may originate
from B or B', there are four field products that would appear as
pair correlators in the calculation of this term (indicated by the
middle of Figure 1b). The corresponding FTC diagrams are

shown adjacent to each of these terms. Figure 1c shows that a

7 = 0 all the arrows in the FTC diagrams become lines and at
7 = oo all the diagrams that contain arrows vanish. Since the
four diagrams at = O are topologically equivalent to the two
FTC diagrams at = o the peak-to-background ratio for this
example is readily seen to be 2:1. Of course more information
than just the peak-to-background ratio can be obtained from
the set of FTC diagrams. In section lll, several conceptual tools
which give insight into the physical mechanisms involved in
noisy light spectroscopy will be derived from the FTC diagrams.

E. Filtered Incoherent Light. We now seek to examine the
effect of filtering on the coherence functi6hUpon filtering,
the unfiltered stochastic part of the field in frequency sg#eg
becomes¥(w)p(w), where ¥(w) is a deterministic complex
amplitude transmission function. The spectrum of the filter is
Hw)*(w) = Y(w). That is,Y(w) is the (intensity level) output
of the filter for a random input. Likewisé®(w)p(w) is the (field-
level) output for ap(w) input field.

At the intensity level, the stochastically averaged filtered light
is

D(w)p(w)7*(w')p*(w') = H(w)d*(o")B(w)F*(o")D

=Y(w)Jw)o(w — ") ®)

where, in the first step, the transmission functions were pulled

Fo(01)P(@,)93(@) Ip(w) () () TH(w,)
P ()€ = 9 ()0 ) P30 (0 Nw)d(w, —
0)Iw,)0(w, — wy)e@ " (12)

,El'ransforming to the time domain, this becomes

f dwlf dwzf dw'lf dwy V(@) (@) 03(@) Ip(ws)
Hw1)o(w, = wi)Iw)0w, =

wyz)el((ul—wé)rei(—wl—w2+wi+wg')t —

j f dwl f de ﬁa(wl)ﬁb(wz)ﬁ:(wl)ﬂ;(wz)ei(wer)T =
J [ do, Y (@) [ do, Y ()e " (13)

where the trivial integrations have been performed and the
integrals separated;is a constant (cf., eq 10). This is a product
of a Fourier transform and a conjugate Fourier transform. To
progress further with this example, for simplicity;function
filters at different frequencies will be use¥{(w1) = (w1 —

3); Yp(w1) = d(w1 — @v)]. Equation 13 then becomes

S do, 8w, — @ )" [ dw,d(w, — d)e T =
eia)are—i@br (14)
l_Jpon Eaking the real part, this becomes @ggr, whereAp, =
waT;ewgbove example shows the coherence function of filtered
light that originally was broad, but of otherwise arbitrary form,

out of the brackets because they are deterministic functions and can show difference beats with a period equal to the separations
in the second step, eq 7 was used. The complex second-ordePf the nominal centers of the filters. This forms the basis of the

coherence function for filtered light is defined®a8!

Y9 = [Ig(w)e™ dw €)

whereJy(w) = Y(w)J(w). For situations wher&'(w) is much
narrower thad(w), J(w) is relatively flat over the much sharper
peaked part ofY (w), so J(w) ~ J(@vy)y(w), wherewy is the
center frequency of the filter. Equation 9 then becomes

Y8 = A@y) [Y(w)e ™ do (10)

The spectral density of the light is effectively replaced by the
spectral density of the filter in determining the coherence
function (compare eqs 6 and 10).

As an example, consider a four-point time correlator in
frequency space for filtered light:

D {0 )B(@) 000 ) (0D (0)I5(w))
F*(wy) @70 = 9 () (w,) Vi) Ti(@p) Bl )Bw,)
P (@) (@) T = 9 (w,)0(w,) V()

I5(@p) €Y ([P ) B*( ) DB(w,) P*(wh) T
Bw)P*(0y) IB(w )P (0D (11)

spectral filter analogy to be applied to coherent Raman scattering
with noisy light later in this work.

Ill. Physical Concepts

Now that the preliminary concepts have been presented, we
shall attempt to develop a deeper intuitive understanding of the
physics describing the interaction of noisy light and matter and
the role of classical field correlations in noisy light spectroscopy.
Explicit examples will augment the discussion of general
concepts.

A. Conceptual Tools Provided by the FTC DiagramsThe
noisy nature of the light which is vital to all noisy light
spectroscopies blurs the physical picture of the underlying
mechanisms that make up this interesting area of physics. Not
only does a new layer of analytic challenge appear but perhaps
more interesting is the challenge to clarify the physical aspects
of the treatment. Doing this will result in a more intuitive picture
of noisy light spectroscopy. As stated above, it is believed that
(for stationarity and circular complex Gaussian statistics) the
FTC diagrams represent elementary physical components of
noisy light spectroscopies in general. That is, the FTC diagrams
represent terms in the analytic expression for the total signal
that have elementary physical interpretation. Any further
breakdown of the analytic expression would seem to lose such
physical meaning. One now seeks a more revealing understand-

where the complex Gaussian moment theorem was used in goingng of the FTC diagrams by developing several conceptual tools.

to the last step. The transmission functiahsand 9, are not

1. Preferred RegionThe first of these tools involves the

necessarily the same. This example is representative of whatnature of the light. The electric field of the noisy light forms a
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| Figure 3. Simulation of a simple interferogram under white detection.

B Here the two noisy light field8 andB' are simply superimposed on
=T 1t i the detector and the intensity is plotted as a function of the interfero-
) . ) o metric delay timer. One sees high interferometric contrast wheas
Figure 2. lllustration of the preferred region. The electric field envelope gmall (7| < 7o). This interferometric contrast diminishes as the relative
of two _identical but relatively d_elayed Ijght beams are ;hown. A_given delay betweerB and B’ becomes large|¢| > 7). For typical noisy
noisy light trace, 1, has a distinctive fingerprint; any given section of |ight sources is on the order of 100 fs or so. This provides the ultrafast
durationz, is referred to as a fingerprint region (FPR in figure). The  {ime resolution of noisy light methods. For this work a precise
preferred region (PR in figure) is a special fingerprint region on noisy mathematical definition of is not important. Only the physical idea
light trace 2 associated with a given point on trace 1, i.e., the center of _ representing the relative delay time after which two identical noisy
time point of the preferred region on trace 2 exactly matches the given pegms are effectively uncorrelated is important. The marks o the

point on trace 1. Were trace 1 to perturb the system at tinteen the axis at+t. simply emphasize this physical notion of
“preferred” time for trace 2 to act would be the approximateljong
time interval around timey — 7. for B' to join B in a concerted action is centered around

_ _ _ _ laboratory timet, — 7 such that action attd{ — ) — ¢ (where
unique r_andom_ pattern as a funqtlon of time. One_ might call ¢is a time<t.) is equally “preferred” to action aty— 7) + €.
this its “fingerprint.” Now, for any given nanosecond light pulse, The two-sided time symmetry of the noisy light is seen

B’ will have exactly the same fingerprint as thatB&fonly it is experimentally in the autocorrelation of Figure 3. By contrast,
shifted in time byr. When this time shift is within the coherence in this same sense the material response function of the
time of the light (as long ag| < 7¢), the twin beam$ andB’ chromophore hasne-sided time symmetnjxs an example, in

“recognize” that they originate from the same source and their the Bloch two-level system one encounters a simple coherence
overlap results in high interferometric contrast (i.e., strong response and a population response. First, a field action at time
constructive and also strong destructive interference). So ant; on the chromophore in the ground state (the first field
approximatelyzc long section of the noisy light trace is the intervention) may cause an electronic polarization which will
shortest interval which gives a distinctive fingerprint region. subsequently decay with a dephasing rate consiapiNext, a
Equivalently, if one were to examine the fingerprint region of second field intervention can build on this polarization to create
the beanmB around some moment in tintg (measured froma  an excited-state population, which then will decay with rate
laboratory reference), one would find the identical fingerprint constanty, Both events have one-sided time symmetry. If
region in beanB' only centered in time & — 7. Were beam  the first field acts on the chromophore at timethen att; —

B to perturb the system &, then the “preferred” time giving ¢ there is no polarization while at timg + ¢ there is a

the concerted action of twiB’ would be the region arounig polarization. Likewise, if the second field actstathen att, —

— 7 for optimal interferometric contrast. This region is ¢, there is only a polarization but &t-+ € there is a population.
designated thereferred regionFigure 2 illustrates the impor- The autocorrelation shown in Figure 3 is identical to the one
tant aspects of the concept. that would be seen by a short pulse having the same spectrum

The most basic experimental manifestation of the preferred (albeit phase-locked). We see that in some sense the preferred
region is illustrated with a simple interferometric autocorrelation. region is like a short pulse. Indeed, in practice, noisy light has
Here the twin noisy bean® andB' are made collinear as they  been described as a random train of short pulses. One must use
exit the Michelson interferometer and the intensity of this this description with great caution however, since short pulses
collinear beam is recorded versus the relative delagtween imply at least some sort of phase locking. Phase locking further
B and B'. The resultant interferogram is shown in Figure 3, implies that color locking does not hold. This will lead one to
which clearly illustrates the high interferometric contrast seen results that are not consistent with experiment. Color locking
whenzt < 7. At a given instanto, the z-dependent part of the s indeed a fundamental attribute of noisy light.
intensity results from the fiel8 being taken to quadrature with 3. AccumulationAcross the ensemble of chromophores the
field B'. At to, B offers a net constructive overlap of the noisy noisy fields (and narrowband fields if any) may act on a given
envelope of the twin fingerprint regions associated with the ensemble member at any time during the pulse duration. For

identical fingerprint region centered abdytonly when|ty — those sequences of field actions that contribute to the signal of
7] < 7. The z-independent background results from the interest, this ability for the fields to act at any time on a given
quadrature contributions from bofhitself (|B|2) andB' itself chromophore must be summed over the ensemble of chro-

(IB'1?), hence, trivially achieving perfect overlap of the noise. mophores participating in producing the signal of interest. From
It should be noted that for certain noisy light experiments the a topological point of view this is represented on an FTC
7-independent background will be strongly suppressed. diagram as the freedom of a tick mark to “slide along a
2. Time Symmetryihe second conceptual tool involves the timeline”. SinceB and B' are “always” present, any time

time symmetry of the elementary components (here referring intervention (tick mark on the FTC diagram) or any pair of

to the light and the material response) of the interferogram. The interventions is free to slide along the timeline provided the
time symmetry of the noisy field is rooted in the nature of the specific time ordering associated with a given FTC diagram is
preferred region. The preferred region h@go-sided time maintained. That is, during the sliding along the timeline, tick

symmetryIn other words, ifB happened to have acted upon a marks cannot cross one another. To “slide along the timeline”
chromophore at laboratory tintg, then the “preferred” time indicates the potential for field action to take place at any time
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Figure 4. lllustration of synchronization. Interchromophoric pair )
correlators synchronize the otherwise independent time histories of ¢ 4 t, 1y
chromophores; andgs. The strength or precision of the synchronization N
is 7c. The top (bottom) horizontal line of the FTC diagram represents opl-oy! 0! o
the timeline fora; (5s). The tick marks are the times when the noisy _ : !|'£ !
light interacts with the material. (a) The right-hand diagram is RV «
representative of what a typical FTC diagram for a nonlinear process X

would look like. This particular FTC diagram represents a term in which
there ist-dependent correlation between time&ndt, and betweels,

and s;. Additionally, there isz-independent correlation between the
timelines (; ands;). Thez-independent correlator (line) synchronizes
the timelines such that the two time points involved in the correlator
are coincident. (b) This FTC diagram is similar to that of (a) but now
the interchromophoric correlation is alsalependent. This-dependent
correlator (arrow) synchronizes the timelines such that the two points
involved in the pair correlator are separated by exactly

Figure 5. An example of a degenerate four wave mixing experiment
using two noisy field8 andB’' and a narrowband field{). See text

for more details. (a) A projection of the input and signal light beams
on a plane perpendicular to the direction of propagation. The signal
emerges aks = kg — kg + ku. (b) One of the 48 WMEL diagrams
for this process. The WMEL diagram represents one term in the
perturbative expansion of the density operator for the field interacting
with a generic chromophore. The vertical arrows represent ket-side
and bra-side transitions. The direct correlation between the noisy field
actions is subject to color locking. This results in complete cancellation
over which the tick mark is permitted to slide. However, an of the noise, and the resulting signal spectrum has narrow bandwidth.
individual tick mark is locked to a partner tick mark by the (c) A WMEL diagram for an alternative four-wave mixing process,
segment (arrow or line) representing a pair correlator. The two = Ke + ks — kw, in which there is no direct correlation between the
tick marks, thus linked, correspond to a correlated event pair N°isY field actions on a given chromophore. Hence, color locking is
that must slide along the time line together. This ability to “slide not required and the resulting signal has a broad bandwidth.

along the timeline” will be referred to asccumulation region for the action oB’ on thesline iss 2t; + 7 + 7.
Physically, accumulation represents the summation over theThis subtlety allows for indirect correlation (to be discussed
ensemble of chromophores in which the correlated noisy field shortly) and has very significant effects on coherent Raman
interventions have the ability to act at anytime relative to the scattering experiments. It is illustrated in Figure 4b.

other (nonpair correlated) action(s) that produce the final 5. Color Locking.The final conceptual tool, color locking,
nonlinear signal. Mathematically, it represents integration over follows from stationarity and the WK theorem (see eq 7). It

the time intervals between the lightnatter interactions. implies that, regardless of the spectral density of the sources,
4. SynchronizationThe fourth conceptual tool is concerned only identical frequencies (colors) may correlate to one another
with the event coupling between the two timelingsand s). in a pairwise fashion. The consequence of color locking to FTC

This coupling involves interchromophoric pair correlators. It diagram analysis is that, whichever frequency component
has been noted how all of theindependent correlators are  happens to act, from one field of a correlated pair (represented
depicted by lines. These correspond to the correlated action ofby one end of a line or arrow) the other field of the correlated
B with itself andB" with itself. This implies tight synchroniza-  pair (represented by the other end of the line or arrow) must
tion between the two chromophores of the events linked by a act with the same frequency component. This allows one to
given correlator line. The “precision” or “strength” of this maintain the use of correlator terminology for a single color

synchronization is inversely proportional tg (the interfero- and refer to ax—x color-locked pair correlator, whereis a
metric width of the preferred region). That is, smallforces single frequency component of the noisy light.

strong or precise synchronization with the limitmgf— 0 forcing Color locking manifests itself in many ways and is funda-
exact synchronization. Whemn, is much smaller than the  mental to understanding noisy light signals. One such example
dynamics of the media, it is convenient to use the> O limit. (shown in Figure 5) is that of a degenerate four-wave-mixing

Synchronization is shown in Figure 4a farindependent  experiment in whichB andB' act out of phase and the third
interchromophore correlation. Thedependent correlators are  field is a narrowband fieldks = kg — kg’ + ky). This is
represented by arrow segments. These correlate the action osometimes referred to as forced light scattefifigom simple
field B with B'. Interchromophore synchronization has the same frequency mixing algebra, one might naively expect the
meaning for arrowed segments; however, a very important spectrum of the signal to be centerediat= @ — @ + ww

subtlety must be exposed. The synchronization ofstlaadt and to carry the width of the noisy fields. Color locking forbids
timelines are still to within a “precision” of roughiy, but now this however since the out-of-phase actionsBoind B' are
there is a translation in time by the delay line setting-or correlated and hence on any given chromophore only the precise

example, if8" lags behind for positiver and an arrow couples  frequencyx from both B and B’ may act. Inspection of a
t1 (B acting) ands; (B' acting), then on an absolute laboratory representative WMEL diagram for this process (shown in Figure
timelines; £ t; + 7 £+ 7z, where® means “prefers to equal.”  5) clearly reveals that the out-of-phase action of the single
The concept of prefers to equal arrises from considering the frequency cancels. This holds for all frequencigso the noise,
behavior of the ensemble. This is discussed in detail in a later in fact, cancels, and one is left with simply the bandwidth of
section. For a given action @& at timet;, the preferred time  the narrowband field. By contrast, the relatively much weaker
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Figure 6. The 8 of the 48 WMEL diagrams fofl CARS that have

a Raman resonance after the second field intervention. Diagrams D
and Dy are identical except for the reversal of the interaction ordering
of B andB'.

in-phase degenerate four-wave mixing signal is shown in Figure
5c¢. Here the in-phase noisy field actions are not pair correlated

and hence not color-locked. This results in no noise cancelation

and thus in a broad signal spectrum seen experimentally. Later
we shall see that color locking has particularly significant but
more subtle effects for (in-phase) interchromophoric correlations.
B. Spectral Filter Analogy. It is interesting and insightful
to view the material as a nonlinear filter of the noisy light. (More
correctly, the material is a nonlinear “selective frequency
enhancer.”) Thispectral filter analogys pursued in the context
of electronically nonresonanf2lCARS experiment but does
apply generally. ®CARS spectroscopy involves a single
intervention of a narrow band beam along with interventions
by B andB’ (fields that act mutually in phase but out of phase
with respect to the narrow band fidldl). Furthermore, the signal
is dominated by those terms which enjoy a Raman resonance
The corresponding Raman resonant WMEL diagrams for the
I@CARS process are shown in Figure 6. A common charac-
teristic of these diagrams is that the first two steps (field
interventions) always involve one noisy field action and the
narrow band field action, which are effectively simultaneous
for the electronically nonresonant case. It is now convenient to
develop several definitions. We consider the first two steps, after
which there is a Raman resonance, to make up thediegje
of the [ACARS process. These first two steps will be referred
to collectively asstagel.The last two steps, the third field
intervention and the fourth wave step, will be collectively called
stage2 (of the IPCARS process). One particular WMEL

Ulness

X
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X
— 00—
Figure 7. One of the WMEL diagrams fordCARS. Only a small
subset of frequencies in the noisy light spectrum can couple ath
such that a Raman resonance is achieved after the second field action.
This is indicated by the narrow spectrum shown superimposed on the
broad spectrum shown below the WMEL diagram. This limitation on
the frequencies is called tratagelfilter. In the final step, although
any frequency within the bandwidth of the noisy light can act, only a
small subset will produce a signal that will reach the (monochromatic)
detector. This again effectively filters the broad spectrum down to a
smaller subset. This is called ttetage2filter. Difference beating
between these filtered subsets of frequencies is observed in the
interferograms for ®CARS.

—_— O—>

Ia Ib

Figure 8. The fourr-dependent FTC diagrams fé?CARS. Diagrams

la and Ib are called uncrossed diagrams and Ic and Id are called crossed
diagrams. Tick marks are drawn only for noisy light interactions; thus,
this third-order process has only two tick marks exposed on the FTC
diagram because the narrowband interaction is not shown.

interventions that make wgtagelof the PCARS process. Now,
turning to the third step (field intervention), any frequency
(labeledy in Figure 7) within the broadband spectruhmmay

act. Thus, the field launched by the induced third-order
polarization [the fourth wave step (wavy line in the WMEL
diagrams)] is just as broad as the input noisy fields. When all
frequencies of the signal are simultaneously detected (white
detection), the interferogram exhibits a rapid monotonic decay

diagram is redrawn in Figure 7. The Raman resonance afterwith ratel". However, if instead, the fourth wave is detected in
stagelis seen to enhance the effectiveness of a small region of narrow band mode, the narrdw;; bandwidth detected frequen-

the noisy spectrum (centered aboxg = wm + wg) In
developing the eventual fourth wave. One particular Raman
resonant frequency componexthat is selectively enhanced

cies together with the Raman resonarstade? act as a second
narrow band-pass filter (centgg = wp — wg, Width ymg +
T'sii)) which greatly limits the frequencies thatmay span and

by the Raman resonance is labeled in Figure 7. The bandwidthstill enjoy Raman resonance. This second filter, due to the

in which x is contained is on the order ¢f,g + I'm, Which is
the sum of the material line widthy,g and the width of the
narrow band spectrufi,. Effectively, the choice ok has been
“filtered” and takes on a much more restrictive bandwidth; on
the order ofymg + I'm, rather than the width of the noisy light
spectrum which is parametrized BY(I" > ymg. This effective
“filter” (due to the Raman resonance) will be called stagel
filter, since it involves the cooperation of the first two field

cooperation of the third field intervention and the narrowband
detection, will be called thstage? filter.At this point there is

an analogy with the example presented earlier, whersttge1

and stage? filtersplay the role of the transmission functions
(at the amplitude level). The WMEL diagram in Figure 7 taken
to quadrature is represented by one of the “uncrossed” FTC
diagrams in Figure 8 (diagrams la and Ib). We see that just
like the filtered light example, we have a Fourier transform of
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the intensity level spectrum of tletagel filterand the conjugate  coupling between states within the manifold, then this coupling
Fourier transform of the intensity level spectrum of gtage2 can act to “unlock” the colors and hence moots arguments based
filter. on color locking. This is evident in noisy-light-based forced-

For example, when all the intensity level spectra (noisy light, light scattering wher&, measurements deviate from what would
stagel filter and stage? filte} are Lorentzian, the resulting  be expected from simple color locki§§?

interferogram is of the form Typicallysit,['m < ymgand this C. Wave Packets and Indirect Correlation.We have seen

the importance of color locking throughout this paper; however,

I x e‘("mg”m)lﬂ e_(Vmg+Fslit)|T| cos(zo — yo)7 - (15) it brings up an interesting apparent paradox. Since a given

stage] filier staged filter ——— frequency component is required to pair correlate only with itself

g g difference beating (the identical frequency component), it is completely uncorre-

lated with any other frequency component in its (or any other)

becomes spectrum. It is neither affected by nor affects other colors; it is
_ not phase-correlated (phase-locked) with the other colors. Such

IDe Zymgmcosé(o ~ Yo7 (16) color locking necessarily implies an infinite correlation time.

Yet most of the interferograms encountered in noisy light do
not show infinite correlation. Furthermore the idea of the
preferred region depends on this finite correlation time. At first
glance, there appears to be a paradox. This is resolved by
examining the problem more carefully. We seek to explain why
many interferograms decay with increasipg to a constant
background.

First of all, infinite correlation times are in fact observed in
the ideally monochromatic detection limits for zeroth-order
interferograms; that is, when there is no sample Brahd B’
are simply superimposed on the monochromatic detector. In this
case, only one pair correlator (one arrow) makes up the FTC

the difference instageland stage2“filtered” light was the ‘ . h
source of the interference beats: the RDOs. Secondly and morefiagram. When the monochromatic detector is set at a frequency,
= X, then the only contribution to the detected signal comes

importantly, it was pointed out during the review process that ¢ — ; :
Rabi detuning has such a “textbook” definition in the develop- T thex—x color-locked pair correlator (all other frequencies
ment of the Rabi frequency in elementary quantum mechanics. &€ _blocked), and the infinite correlation betyv_emnd itself is
Although the RDOs are related to the Rabi frequency problem realized. However, when the monochromaticity of the detector

in a general sense, use of the phrase Rabi detuning oscillationS relaxed, and in particular taken to the limit of white detection,
might cause unnecessary confusion.

then the signal is a superposition of the continuous distribution
The spectral filter analogy for the “crossed” FTC diagrams

The difference frequencyd — yo) is exactly (op — wm — 2wR).

This is the familiar radiation difference oscillation (RDO)
common to the narrow-band detect€JARS20.22.23.2#29 The
oscillations are now viewed as difference beating between two
filter functions. It should be noted that earlier work (pre ca.
1997) used RDO to stand for Rabi detuning oscillation. The
Rabi detuning oscillations and the radiation difference oscilla-
tions are exactly synonymous. The change, which was limited
by the motivation to preserve the “RDO” initials, was made
for two reasons. For one, radiation difference oscillations
captures the spirit of the spectral filter analogy and the fact that

over all available colors of the color-locked pair correlators,
(Ic and Id) in the ®CARS set (Figure 8) is not quite as _ea_ch_ h_aving infinite correlation time. Thoygh any gi_ven color
transparent as for the uncrossed diagram just discussed. For thé infinitely self-correlated, the resultant signal field is a wave
crossed FTC diagrams, a given coloselected by thetagel ~ Packet inz-space that decays with a rate constanthat is
filter on chromophorey is forced to also appear atage2on pr_oportlonal toits spectral wldth. In other vyords, mter_ferometry
chromophoress because of the crossed topology of the FTC with monochroma_tlc d(_atectlon selects a _smgle Fourlgr compo-
diagrams and color locking. That is, a pair correlator (arrow N€nt from the noisy light spectrum which has an infinitely
segment) for the crossed FTC diagrams connects tings extended sinusoidal correlation fu_nctlo_n. Opening t_thhe detector
o) ands, (on B9 and this pair correlator is color-locked as a 10 @ broader range of frequencies simply superimposes more
consequence of stationary field statistics. Similarly, cofor ~ Fourier components and, hence, more infinitely extended cosine
selected by thetage?2 filteron o is forced to appear atagel cor_relatlon fun_c_tlons, each with a sllghtly_dlfferent frequency.
on fs. Such entanglement complicates the analogy. Shortly ThiS superposition forms a wave packetrispace to produce
however, the physical rationalization of both the crossed and @n interferogram that decays to a constant background. White

uncrossed FTC diagrams that make up fREARS signal will detection always selects farspace wave packet behavior
be taken to a higher level of sophistication by elaborating on regardless of the spectroscopy of interest and leads to finite
the requirement of color locking. correlation times.

This filter analogy may be applied to electronically resonant ~ The more interesting case is when the nonlinear behavior of
spectroscopies as well. However, the electronic material band-the material produces decaying interferograms even at the
width transmission function is now often as wide as the noisy monochromatic detection limit, where (by definition) nspace
light spectrum. Nonetheless, as the noisy beams are detunedvave packets can be formed. This yields the important conclu-
from the center Bohr frequency, some of the broadband sion that the material mediates, through nonlinear interaction,
spectrum no longer overlaps the transmission function, hence,the connection between field interventions even when the
limiting the effective bandwidth and slowing the decay rate of intervening colors are not the same (and are fully uncorrelated).
the interferogram. This is one reason the appafientimes That is, the material allows for a connection between two field
measured at different excitation frequencies within an electronic intervention times (atstagel and stage2in the IACARS
absorption band of the sample are often different: they increaseexample) even when those two times are not linked by an arrow
when the broadband light spectrum overlaps with less of the (or line) segment in the FTC diagram (i.e., for tH#GARS
absorption spectrum. It is important to note that these argumentsexample, there is no pair correlator linking the colors selected
are appropriate only when the states comprising the manifold by thestagelandstageZfilters on a given chromophore.) This
of the electronically resonant energy band can be treated moreconcept is most easily seen for uncrossed FTC diagrams of the
or less independently. If there is a strong quantum mechanicaltype shown in Figure 8 (this type appears f8{ARS among
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Figure 9. lllustration of indirect correlation. Direct correlation between
the first tick marks on each timeline cause the first tick mark on the
stimeline to ber ahead of that on thetimeline. Consequently the
second tick mark on thetimeline must be positioned at leasahead

of the first tick mark on the-timeline. Since the second tick marks on
each timeline are correlated, the one ontttieneline must be ahead

of the one on thes-timeline. This results in the topological constraint
that the first and second tick marks on thémeline must be at least

2t apart. Thus the two tick marks are indirectly correlated because of
their direct correlation with events on tlseimeline.

others). Here colox (from B) acts att; (during stage) on
chromophoren; and is correlated to its conjugate action (from
7 shifted B) ats; (during stage) on chromophorgs. One of

the uncrossed diagrams is redrawn in Figure 9 for nonzero
As t moves from zero, the arrow (representing the pair-
correlated actions of fieldB andB’) prefers to act (with field

B') onfsat a times,, such thatty + 7 — 1)) <5 < (1 + 7+

7¢). The other colory (selected by thetage? filte} acts ats,

on fs. It prefers to act ony; at timety, such that$ + 7 — 7¢)

<t < (s + 7+ 7). This effectively forces; andt, apart (see
Figure 9) 6tageland stage2are forced apart). We know
analytically that the uncrossed type of FTC diagram gives rise
to terms which decay ifr| with rate constant 2y 2922232729

yet, there is no (solid) arrow segment connecting the two time
interventions on the same chromophore, namely, betiyeard

t> or s; ands,, which could obviously probemg This apparent
problem is resolved with the help of Figure 9. Here, increasing
7 forces the two interventions at tinteandt, to be separated
by at least 2; as a result, the contribution of this FTC diagram

Ulness

need to be careful to distinguish between ensemble thinking
and single (or few) chromophore thinking. Typically, thinking
about a generic chromophore is sufficient for understanding the
physics of the process. However, the topic of the preferred
region does require a little more care. Above, we have concluded
that a color-locked pair at a single frequency is infinitely
correlated, and yet we need to refer to a preferred region in
which an action oB prefers to correlate with an action Bf.

The preferred region must be viewed in an ensemble sense. Note
that in what follows we are not considering the spatial
distribution of the chromophores in the ensemble. Spatial
considerations do add an extra level of complexity to the
problem?22:5556pyt these effect do not seem to have a dramatic
impact on experimental results. Theoretical descriptions of noisy
light experiments almost never include the spatial aspect of the
interaction volume. Rather than thinking of a single chro-
mophoreny, one must consider an ensemblexpEhromophores

at some timeyp. Although only one color of, for example, field

B acts on a given chromophore, all colors fr&mvith spectrum
J(w) are present and act on members of the ensembl& of
chromophores. Now, it is only when the correlated action of,
for example,B' on chromophorefs is summed over the
ensemble offs chromophores that the preferred region has
meaning. It is an “ensemble wave packet” (now in real time
rather than in interferometric time) formed by the superposition
of the (infinitely extended sinusoidal functions) correlated
actions over th@s chromophores. In other words, at any given
time there is a distribution of; chromophores which have
experienced a field intervention. The number of chromophores
acted upon by a given frequeney is weighted byJ(w) (the
spectrum of the light). Although any given frequeneyfrom

B acting onay is infinitely correlated with the same frequency
o from B' acting onfs, the combined sum over the weighted
distribution of frequencies across the ensemble forms a wave
packet. The preferred region is now defined as the unique
interval where this maximum interference (wave packet) takes
place. This real time ensemble wave packet is precisely
analogous to the-space wave packet previously discussed,
except now it occurs in a space that one is not measuring (i.e.,

to the total interferogram decreases (with decay rate constantin real time across the ensemble). With this said, it is almost

2ymg) ast is increased even thoughdependent pair correlators
never appear betweestageland stage2on any given chro-
mophore. (The factor of 2 accounts for the 2-fold gain in the
t1, t» separation for increasing as per Figure 9.) The same
argument holds when makingmore negative, except now it
is s; and s, that are forced apart. So, in this wayindirectly
probes the material dephasing raig, (denoted by the dotted
arrow in Figure 9). Althougtx andy are not locked to each
other through a pair correlator, they are indirectly connected

through the event orderings on the chromophores. Hence, this

indirect connection introduces a finite correlation to the inter-
ferograms even for monochromatic detection. This indirect
connection between time points &ndt, in our example, Figure
9) will be referred to asndirect correlation Whenever the
material is involved in a nonlinear process (multiple field

interventions), such that the event orderings force an indirect

correlation between different two time points, which do not
otherwise form a correlated event pair and may even involve
different colors, the resultant interferogram will decay even

when the signal is detected in narrowband mode. This decay is
probed through such indirect correlation. The phenomenon of
indirect correlation is discussed in a more general context and

for a variety of FTC diagram topologies elsewhéte.
D. Ensemble versus Single Chromophore Thinking and
the Preferred Region.Often in nonlinear optics, one does not

invariably more convenient in practice to think of the preferred
region not as this ensemble wave packet but as described
previously.

IV. | @Cars: An Application of Physical Ideas

Picking up from the spectral filter analogy, this section
characterizes the?ICARS interferogram and spectrum for a
pure system (only one chemical species with only one Raman
resonance) using only the previously developed physical insights
afforded by the FTC diagrams and the WMEL diagrams. The
physical description of the @CARS signal to follow is
inherently less precise than the mathematical one already
presented?22.23.2729 however, it complements the mathematics
in that one can now step away from the rigorous constraints of

the equations and build a physical model that captures the

essence of the@CARS process in a more tangible and
presumably more easily understandable way. So, the goal of

this section is to build such a model that consistently brings

one to the same conclusions as the mathematical treatment.
We know that the (narrowband detecte@JARS interfero-

gram is dominated by the terms of the fof#?.23.2729
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Figure 10. Rationalization of the cosine term in mathematical formula
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thestage? filte}. So, of the entire noisy spectruiny is limited

to (Wp — wr — y/2) <y < (bp — wr + y/2). Thus, the energy
conservation condition ig + y + AEpah = wm + @p, Where
AEpam is the energy exchanged with the bath and may be as
large as roughly 2. At every detected frequen@p, there are
two degrees of freedonx (ory) andAEpah The total range of
frequencies across the ensemble for resonant diagrgmnD
Figure 10 is roughly 2 [a bandwidth ofy is available to both
xandy (y +y = 2y)].

Now, because of color locking, only a very specific second
(conjugate) chromophoyes may partner withy; at the quadra-
ture level. Here, the first intervention must be exactly the same
X (acting conjugately) as that in Ap. Again, wy (acting
conjugately) acts ofis “instantaneously” (elastic field-connec-
tion) from virtual statef; and resonance is automatically
achieved (given that resonance was achieved{rirhe same
y (now acting conjugately adtage? then acts to always reach
the sharp detector setting. In this example, there is never any
x—y conflict, sox = (wm + wr) andy = (op — wr) always.

A x—y conflict refers to the case whereandy both enjoy
resonance omx; (Bs) but neither do on the conjugate chro-
mophore f3s (o1). The cod\at is rationalized as before: a
difference beating of filter functions. Sin@eEyam must be the

for IOCARS. See text for a detailed discussion. Dashed horizontal lines same for 0, as that for 1, no additional spread is intro-
represent virtual states that collapse exceedingly rapidly and thus resultqyced, so the cosine term multiplied by the factor 16§

in the “elastic field-connection.”

The complete set of WMEL diagrams for tH@CARS signal
are shown elsewheré and ther-dependent FTC diagrams are
the same as those in diagrams-ld in Figure 8. For brevity,
the discussion will be limited to R and C};, of Figure 6. The

accounts for the integration over the overall spread (in the cosine
term) of the bichromophoric contribution across the ensemble.
The 2y decay witht is a result of indirect correlation.

B. Rationalization of the Sine Term. The sine term in
expression (17) is associated with the crossed diagrams (Ic and

arguments may be easily extended to the other diagrams. Sincdd of Figure 8). Without loss of generality, we may take the
ymg is the only decay rate constant to be discussed in the Same situation for chromophora as when rationalizing the
remainder of the chapter, we drop the subscripts for conveniencecosine term: a filter exists atstageland ay filter exists at

v = vmg)-
A. Rationalization of the Cosine Term.The cosine term in

stage2 Now, for crossed FTC diagrams, thigis paired with
a conjugate partneis{) chromophore at the quadrature level

expression (17) is associated with the uncrossed FTC diagramgVhose first interventionstage) must be exactly (because of

(la and Ib in Figure 8). On any given chromophaotewith the
associated WMEL diagram A of Figure 10, the first action
by the noisy field at some frequenayis limited to within the
bandwidth of the noisy light spectrudnall frequencies of which

color locking) reaching virtual stat®. In generalx = y, and

the subsequent “instantaneous” actiornugf cannot achieve a
Raman resonance as it did for uncrossed diagrams (compare
Dj, of Figure 10 and [, of Figure 11) sincey is not the same

are represented across the ensemble of chromophores. Howevegolor (to withiny) selected by thstagel filter If resonance is
those members of the ensemble for which the intervening not achieved, only a virtual stafgis reached (as opposed to

frequencyx satisfies o + wr — y/2) < X < (om + wr +

the real staten for the uncrossed FTC diagram casepiagel

y/2) give an enhanced contribution to the eventual production and, in the third step ofis, x appears (color-locked frostagel

of the fourth wave. It is for just these that the subsequent
action of the monochromatic fieldy can reach the real state
m (bandwidthy) and enjoy a Raman resonanstagel filte.

onay) and is now elastically field-connecteddgy. It must act
instantaneously from virtual stafgas opposed to the case for
the uncrossed diagrams, in whiglcan always act inelastically

We shall focus on these Raman resonant chromophores. Theluring the decay of the vibrational coherence. Again, resonance

first action ofx, Raman resonance limited to rougiyreaches

a virtual statef;. Becausd; collapses exceedingly rapidly, the
monochromatic fieldoy must then act “instantaneously;” i.e.,
on a time scale much faster then any chromophbih
interaction. This is represented in the WMEL diagram of Figure
10 as the arrow tail ofvy starting exactly at the same virtual
statef; at the head of th& arrow. This will be referred to as an
elastic field-connectiorNow, a particular frequencyselected
from the noisy light may act any time during the decay of the

exists afterstagelon a; but not onps for the crossed FTC
diagrams; it exists aftestagelon both o; and s for the
uncrossed diagrams. This loss of inelastic field-connection
between thestagelandstage2sharply tightens the conservation

of energy constraint tax(+ y) = (wm + @p). The influence of

the bath is eliminated and there is a loss of a degree of freedom
(AEpay. The diagrams have zero spread across the ensemble.
The consequent sine behavior of the interferogram can be
rationalized in a manner similar to that for electronically

vibrational coherence. This is on a time scale where energy mayresonant versus electronically nonresonant impulsive Raman

be exchanged (inelastic) with the bath, so the tayl ofay start
anywhere within a spreag about the center Bohr frequency
wr (inelastic field-connection), but it must reach the sharp virtual
statefp set by the exact detector setting,; otherwise, the
induced polarization will launch a fourth wave at a frequency
ws 7= wp Which will not reach the detector (this is the action of

scattering. It is also similar to the resonanbnresonant@-
CARS cross terms in (resonant) solt{@onresonant) solvent
systemg?0.22.23.2729 They both have terms exhibiting pure sine
behavior. In each of these cases, it is argued that there is a factor
of i distinction between the nonresonant and resonant limits of
a given density matrix element. That is, in the nonresonant limit,
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Figure 11. Rationalization of the sine term in mathematical formula
for IACARS. See text for a detailed discussion. Dashed horizontal lines
represent virtual states that collapse exceedingly rapidly and thus result

in the “elastic field-connection.” Figure 13. The mathematical anatomy of tH@CARS signal and the

physical concepts that explain the various factors in the expression.

one of the energy denominators is approximately purely real,
but in the resonant limit this same energy denominator is (even whema — 0), so there must be an additional constraint
approximately purely imaginary; hence, the two limits differ that removes théEy., degree of freedom. This constraint can
by an imaginary constant and are out of phase (@y */»). For most easily be seen if one takes= 0 and goes to the white
our case (withx = y), Da1 (on ay) is fully resonant (now with light limit for the noisy sourcet — 0). Under these conditions,
spread zero from the stronger energy conservation constraint)it is easy to see that the uncrossed (diagram | in Figure 12) and
and O, (on f8s) is nonresonant. So, we have a necessarily crossed (diagram Il in Figure 12) FTC diagrams are very
resonart-nonresonant situation for the crossed FTC diagrams different in terms of accumulation and more importantly with
in contrast to the resonant-resonant case for the uncrossed FT@egard to intervention times. Diagram | illustrates the fact that
diagrams. Thus, these two cases differ by a factor; ¢tfius, the two tick marks on the andt time lines may have nonzero
the crossed FTC diagrams are phase-shiftedwith respect ~ separation y( need not act instantly afteny). Conversely,
to the (cosine-like) uncrossed diagrams. They are therefore sinediagram Il enjoys no such separation of the light interventions
like. Here, because of the—y conflict regarding resonance, and agairy is forced to act with elastic field-connection with
the sine terms are weaker than the cosine terms. wm even when on resonance. In a sense, diagram Il is not

It should be noted that, for the crossed FTC diagrams, one allowed to feel the resonance. That is, the crossed nature of the
chromophore ¢ or Bs) locks onto a perfect resonance after pair correlators forces the instantaneous actiostaeland
stageland the other is fully nonresonant rather then each being stage2. The resonance cannot be explored on one of the two
somewhat off resonance. We need not (to a good approximation)chromophores (even though=y). Thus, the strict energy
consider the case where each chromophore is somewhat offconservation condition is maintained for al-y, even those
resonancé?* Only one parameteh, is needed to characterize  such thatx = y. As a result, the sine behavior is likewise
the detuning from resonance for maintained for allx — y not just the in case whex=y. The
elastic field-connection condition leads to no spread over the
ensemble and hence Ky factor. Furthermore, the contribution
must be weaker (relative to the cosine term) by the degree of
nonresonancé,, giving the 1A, factor. This crossed FTC
diagram continues to allow for indirect correlation and hence

(Y — oy — og) = (0p — X — wg)

= A= (0p — 0y — 2wg)  (18)

[seefs (Dy;) in Figure 11]. That one chromophore is always in
perfect resonance while the other is fully off resonance in the
crossed FTC diagram case is simply a limit of an optimization
problem®4

The above phase shift argument works well for thes y
case, but it breaks down when— y (small detuning: Ap —
0). At first glance, it appears that the conservation of overall
energy constraint should be relaxed whe# y sincey is no
longer forced to launch from a virtual state (there now is no

to the eIl behavior. Figure 13 shows the anatomy of the
expression for the@CARS interferogram with the correspond-
ing physical pictures as indicated.

V. Conclusion

The goal of this paper was to set forth several physical
concepts which have proven to be of substantial aid in the
understanding of the underlying physical mechanisms of noisy

x—y conflict), and hence, the sine contribution should become light spectroscopy. The technique of factorized time correlation
cosine-like af\a — 0. However, the more precise mathematical diagram analysis and the WMEL diagrams with their ties to
treatment show822.23.2729 that the sine term appears for all the previous mathematical treatment of the noisy light problem
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served as a basis for these physical notions. We saw that each (28) Schaertel, S. A.; Lee, D.; Albrecht, A. €.Raman Spectrost995

concept manifests itself as an observable characteristic of

426, 889.

(29) Stimson, M. J.; Ulness, D. J.; Albrecht, A. Chem. Phys. Lett.

particular noisy light process. Examples were given to add ;994 263 185.
concreteness the general discussions of the physical concepts. (30) Kozich, V. P.; Lau, A.; Kummrow, AJ. Raman Spectrost999
I@CARS served as a particularly useful example. It is not the 30, 473.

role of these concepts developed here to take the place of furthe

mathematical treatment of noisy lightnatter interaction, but

r (31) Ulness, D. J.; Stimson, M. J.; Kirkwood, J. C.; Albrecht, A.JC.
Phys. Chem1997 101, 4587.
(32) Ulness, D. J.; Stimson, M. J.; Kirkwood, J. C.; Albrecht, A.JC.

it is hoped that this ideas will serve to guide future investigation Raman Spectrosd.997, 28, 917.

on both the experimental and theoretical fronts.
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